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[What Is a Substructural Propositional Logic?]

e Each connective of the language has a classical counterpart.

e The consequence relation can be defined using a Gentzen-type
system having two types of rules:
Structural Rules: Do not involve any specific connective
Logical Rules: Each involving exactly one connective.

e The set of rules for each of the connectives is adequate for its

classical counterpart.



Weakening:

Contraction:

Expansion:

Mingle:

(Some Structural Rules)

'= A I'= A
o, I'= A I'=A,0p
0,0, ' = A I'= Ao,
o, I'= A I'= A0
o, I'= A I'= A0
0,0, ' = A I'= A o,

FliAl F2:>A2
F17P2 = AlaAQ




[Expansionzl\/lingle?]

e Mingle+Contraction entail Expansion:

o, I'=A oI'=A
907907F7P$A7A
p, 0, ' = A

(Mingle)
(Contractions)

e Expansion+1 entail Mingle:

' = Ay
11;»:>1,11 (Bxp) T, =5 A, 1=
1.1, = A1 (Cut)
=1 1.1, Iy = Aq, Ay
I'',I's = A1, Ay

F2:>A2
]_,FQ — AQ

(1=)
(Cut)

(Cut)



(Blame it on &)

e Expansion+{—, &} entail Mingle:

Replace 1 by a sentence of the form
(o1 = p1)&. .. &(on = ¢n)

e Expansion+& suffice for deriving = , 1) from = ¢ and = :

=@ =
= &) =
= p&p, p&tp P&y = Y=Y
=, p&1 p&tp =

= ©, P



Structural Rules: Contraction, Expansion

[The Substructural System RMIm]

Logical Rules:

(= =)

(® =)

(==)

I'= A, p

-, ' = A

Lo = A
Loy = A

1= A, 9P,y = Ay

F17F27S0_>¢ = AlaAQ

o, I'= A (= )
I'= A, -
I'' = Aq,p [y = Ag, ¢ (= ®)
I'1,Te = A, A, p @4
o= A (=)
I'=Ap— 1



[P roperties of RM]m]

e An equivalent Hilbert-type system H RMI,, is obtained by adding
to R,, the mingle axiom ¢ ® ¢ — ©:
1. A sequent is provable in RM I,, iff its translation is provable

in HRM1I,,. |n particular: =rar, = @ it = rar,, ©.
2. T '_HRMIm © Iff '_RMIm ['= ¢ for some finite I' C 7.

e Relevant Deduction Theorem: T, ¢ Frarr,. W iff either
T l_RMIm w or T l_RMIm © — ¢

e Variable-sharing: If Frasr,. @ — ¥ then ¢ and 1) share a variable.

o |f l_RMIm 90®¢ then l_RMIm © and l_RMIm ¢



[Wea kly Characteristic Semantich

The structure A, = (A, D, O,) is defined as follows:
o A, ={t,f 1,15, 13,...}
e D,=A, —{f}={¢t, 1,15, 13,...}.
e The operations in O, are the following:

—t=f f=t - =1 (k=1,2,...)

( (

f a=forb=f t a=forb=t
a@b=<1, a=b=1I a—b=<I, a=0b=1I;

Lt otherwise \ f otherwise



(Weakly Characteristic Semantics (Continued)J

Weak soundness and completeness: Frasr,. @ iff F 4. .

Corollary: Frarr,, T = A iff for every valuation v in A, either
v(p) = f for some ¢ € T, or v(p) =t for some ¢ € A, or there exists
k such that v(p) = Iy, for every p € I' U A.

Scroggs' property: RMI,, does not have a finite (weakly)
characteristic matrix, although every proper extension of it does.
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[Strongly Characteristic Semantics]

e SA=10,1] x A,
If v = (x,a) € SA then deg(v) = = and val(v) = a.

o D=10,1] x D, (where D, = {t, 1, 2, I5,...}).

o ~(z,t) = (z,f) —(x.f) =(z,t) ~(z,[}) = (z, i)
deg(u ® v) = min{deg(u), deg(v)}

I, w=wvandval(u) = I

f deg(u) < deg(v) and val(u)

f deg(u) > deg(v) and val(v)

\t otherwise

val(u ® v) = |

f
f

We denote the resulting structure by SA.
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(Strongly Characteristic Semantics (Continued)}

e Strong soundness and completeness: T Frarr,, @ iff T Fsa .

e Suppose that I' /rasr. ¢, and that I' U {¢} involves at most n
different propositional variables. Then there is a submatrix
SA(I', ) of SA such that SA(T, ¢) has at most 31 — 1
elements, and there is a valuation in it which is a model of I', but
not a model of .

e For n > 0 there is a theory T}, in p1,...,p, such that
T, Vrarr p1, but any model of T}, in S.A which is not a model
of p1 involves at least n different degrees, and at least 31 — 1
different elements of SA.
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(Related Partial Orders]

On A, : a=x'bifeithera=bora=forb=t (f =<' I, <'t).

On SA:
o (v,a) =g (y,b) if either z <y & a € {t,f}, or z =y and
eithera=bora=fora=t & b#Hf.
(x,f) 2g (z,t) 2g (x,I}), and if x < y then (z,t) <5 (y,f).
o (x,a) < (y,b) ifeithere =y & a=tborz<y&a=*f or
x>y & b=t.
If v <y then (z,f) <X (y,f) < (y, [) 2 (y,t) < (z,t).



(Related Partial Orders (Continued)J

(SA, =) is a lower semilattice, and u ® v = inf<_{u, v}.
(SA, <) is a lattice.

Denote the lattice operations for < by A and V. Then:
— u=viffu —- v e€D.

—uANv=<wiffu <v—= w.

However, D is not closed under Al
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Enriching the Language with “Additives” |

e Add to the language the connectives A,V and the constants T, L.

o Let RMI,,, be obtained from RM1,, by adding:

Axioms:
1L, I'=A I'=A,T

Rules:
o, I'= A v, I'= A I'=A, 0 I'=A79
o AN, I' = A o AN, I' = A I'= A, oA

o, I'=A Y, I'=A I'= A0 ['= A,y
oV, I'=A I'=A, oV I'=A, oV

Condition: in (= A) and (V =) I' U A should not be empty!



[Enriching the Language with “Additives” (Continued)J

e RMI,,, is a conservative extension of RM1,,.
e RMI,,, has the variable-sharing property.

e RMI,,, is sound, but not complete with respect to SA. It is
sound and complete w.r.t. a richer class of lattices.

e A cut-free formulation is obtained by replacing the Expansion
rules of RM1,,, by the Relevant Mingle rules:

907P1$A1 907F2:>A2 Flel,Qp P2:>A2790
o, '), 'y = A1, Ay I'1,T'e = A1, Ag 0
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[Hypersequential Version of RMLMJ

Hypersequent: s1 | so | ... | s, where s1,...,s, are sequents.

e The hypersequential versions of the rules of RM1,,,. E.g.:

G|Fa¢a¢:>A G1|F1:>A1790 GQ’F2:>A2,¢
G|, o9 =A G1,G2 | T,y = A1, Ag, p @1

e [ he basic External structural rules:

G|ls|ls G
G|ls Gls




[The Logics of SA and Aw]

RMTI - the logic of SA: Add to RMI,,, the Splitting rule:

G|T'1, T = A1, Ay
G ’ Fl :>A1|F2 :>A2

SRMTI - the logic of A,: Add to RM1I,,, Strong Splitting:

G | F17F2 — AlaAQ
G ’ I' = A1|F2,F/ = AQ,A/

In both cases we have soundness, completeness and cut-elimination.
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